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Backgrounds

Federated algorithms Communication Rounds Communication complexity
First-order methods (e.g. FedAvg & FedProx) O(1/t) O(M)

Distributed Newton’s Methods O(log 1/t) O(M2)

Note: The computational complexities are computed in terms of regularized least squared loss to obtain a δ-accurate
solution, i.e., L(wt)− L(wD,λ) ≤ δ. M is the number of model parameters.

� Existing federated learning algorithms:

– First-order methods: Low communication burdens but slow convergence.

– Second-order methods: Fast convergence but high communication burdens.

? Motivation: How to take advantage of both first-order and second-order algorithms, such that the federated
algorithms can achieve low communication burdens and fast convergence.

◎ Contributions: We propose a federated Newton sketch method, named FedNS, which shares both first-order and
second-order information across devices, i.e., local gradients and sketched square-root Hessian.

✓ 1) On the algorithmic front. FedNS: a simple federated method with Newton sketch. FedNDES: a
communication-efficient Newton-type federated algorithm with line-search.

✓ 2) On the statistical front. Convergence analysis for two federated Newton sketching algorithms: FedNS
and its line-search variant FedNDES. These methodologies delineate not only super-linear convergence rates
but also entail a small communication complexity.

Preliminaries
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w∈HK
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• Centralized Newton’s Method

wt+1 = wt − µH−1
D,t gD,t, with

gD,t := ∇L(D,wt) + λ∇α(wt),

HD,t := ∇2L(D,wt) + λ∇2α(wt).

• Newton’s Method with Partial Sketching

∇2L(D,wt) =

(S∇2L(D,wt)
1/2)⊤(S∇2L(D,wt)

1/2).

• Federated Newton’s Method (FedNewton)

wt+1 = wt − µH−1
D,t gD,t with

HD,t =

m∑
j=1

nj

N
HDj ,t, gD,t =

m∑
j=1

nj

N
gDj ,t.

Experiments
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• There is significant gaps between the convergence
speeds of our proposed methods FedNS, FedNDES
and the existing Newton-type FL methods.

• The proposed FedNS and FedNDES converge
nearly to FedNewton, while FedNew and FedNL
converge slowly closed to FedAvg.

• FedNDES converges faster than FedNS and the final
predictive accuracies of FedNDES are higher.

FedNS

• Local sketch Hessian

ΥDj ,λ = Sj∇2L(Dj ,wt)
1/2.

• Global sketch Hessian

H̃D,t =

m∑
j=1

nj

N
Υ⊤

Dj ,λΥDj ,λ + λ∇2α(wt).

FedNDES

Comparison

• The proposed algorithms achieve faster convergence with relatively small communication burdens.


