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Abstract—Differentiable Neural Architecture Search (DARTS)
is becoming more and more popular among Neural Architecture
Search (NAS) methods because of its high search efficiency and
low compute cost. However, the stability of DARTS is very
inferior, especially skip connections aggregation that leads to
performance collapse. Though existing methods leverage Hessian
eigenvalues to alleviate skip connections aggregation, they make
DARTS unable to explore architectures with better perfor-
mance. In the paper, we propose operation-level progressive
differentiable neural architecture search (OPP-DARTS) to avoid
skip connections aggregation and explore better architectures
simultaneously. We first divide the search process into several
stages during the search phase and increase candidate operations
into the search space progressively at the beginning of each
stage. It can effectively alleviate the unfair competition between
operations during the search phase of DARTS by offsetting the
inherent unfair advantage of the skip connection over other
operations. Besides, to keep the competition between operations
relatively fair and select the operation from the candidate
operations set that makes training loss of the supernet largest.
The experiment results indicate that our method is effective and
efficient. Our method’s performance on CIFAR-10 is superior to
the architecture found by standard DARTS, and the transferabil-
ity of our method also surpasses standard DARTS. We further
demonstrate the robustness of our method on three simple search
spaces, i.e., S2, S3, S4, and the results show us that our method
is more robust than standard DARTS.

Index Terms—DARTS, Neural Architecture Search, skip con-
nections aggregation, search space

I. INTRODUCTION

The development of machine learning [1]–[3] and deep
learning [4]–[6] has promoted the revolution in the field of
image classification. However, the cost of neural network
architectures designed by hand is very high because it needs
experienced experts to design high-performance network ar-
chitectures, which means that network architecture design
is unable to common for people. The problem impedes the
development of deep learning. Fortunately, the emergence
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of neural architecture search (NAS) effectively alleviates the
problem. It can make neural network design automatically and
design high-quality networks that can be par with manually
designed architectures.

Architecture search methods based on reinforcement learn-
ing and evolutionary algorithms are the first architecture search
methods to be proposed. [7] proposes to leverage reinforce-
ment learning to sample subnetworks and make the validation
loss as the reward to help NAS select the best sub-architecture.
[8] proposes to leverage evolutionary algorithms to explore
subnetworks with better performance. However, these methods
based on reinforcement learning and evolutionary algorithms
cost are cumbersome. NASNet [9] proposes that NAS can se-
lect cells instead of the entire networks and stack cells to build
networks. The method reduces computational consumption by
compressing search space.

This paper proposes operation-level progressive differen-
tiable architecture search (OPP-DARTS) to alleviate skip con-
nections aggregation. Figure 1 shows the basic procedure of
OPP-DARTS. We first divide the search phase into several
stages. In the first stage, we select one candidate operation
with parameters to join in the supernet. After the first operation
joined in the supernet, we train the supernet several epochs
until the next stage. In the next stage, we select another
operation to join the supernet and train the supernet. We repeat
this action at every stage. Then we train the supernet until
the final epoch. In addition, different operations are unfair
to compete with each other during the training phase, such
as 3× 3 sep conv and skip connect. DARTS always would
like to select skip connect rather than 3×3 sep conv, which
means when skip connect joins the supernet earlier than
other operations, the supernet prefers to select skip connect.
Therefore, we make the operation loss as the criteria to help
the supernet select corresponding operation, i.e., the candidate
operation that makes operation loss largest will be selected to
join in the network.



Fig. 1: The bottom figure is an overview of OPP-DARTS and the above figure shows the search process of standard DARTS.

OPP-DARTS has demonstrated its effectiveness and effi-
ciency in Experiments (Section IV). We firstly search ar-
chitecture on CIFAR-10 by using similar training settings
with DARTS. Then, we evaluate the searched architecture
on CIFAR-10 and ImageNet, and the training settings are
also the same with DARTS. When evaluating it on CIFAR-
10, the test error of the searched architecture is 2.63% with
3.8M parameters, and the performance is much better than
standard DARTS. To verify the transferability of OPP-DARTS,
we transfer the searched architecture to train on ImageNet, and
the performance achieved on ImageNet shows that our method
outperforms standard DARTS. At last, we further demonstrate
the robustness of our method. We ran our method on three
simple search spaces, i.e., S2, S3, S4, and the final results
indicate that the robustness of our method is also better than
standard DARTS.

II. RELATED WORK

DARTS is a great innovation that relaxes neural architecture
search into a continuous problem, i.e., makes NAS differ-
entiable. Furthermore, this dramatically reduces computation
cost and can search architecture with good performance in
a single GPU day. However, DARTS has an unavoidable
problem, and the problem prevents DARTS from being ap-
plied. The problem is skip connections aggregation, i.e., the
architectures searched by DARTS are filled with excessive
skip connections, and this phenomenon makes DARTS per-
formance collapse. Some previous works have dealt with
the problem. [11] proposes Hessian eigenvalues as a signal
to monitor skip connections aggregation. SDARTS [12] reg-
ularizes Hessian eigenvalues by increasing perturbations to
alleviate skip connections aggregation. P-DARTS [13] draws
up rules manually to alleviate skip connections aggregation.
Existing methods regard Hessian eigenvalues or the number
of skip connections as the signal to guide to alleviate skip
connections aggregation. These methods make some rules by
hand or regularize Hessian eigenvalues to keep the stability
of DARTS. However, these methods seek quick success and
instant benefits because they make DARTS unable to explore
architectures with better performance. DARTS- [14] adds an

auxiliary skip connection to alleviate skip connections aggre-
gation. The method is simple, whereas memory consumption
will increase because of the extra skip connection.

III. METHOD

A. Preliminary of DARTS

Cell-based NAS methods [9], [15], [16] have been proposed
to learn cells instead of architectures to reduce computation
overhead in the process of architecture search. The networks
consist of many same cell structures. A cell is similar to
a directed acyclic graph (DAG), and it contains N nodes,
i.e., two input nodes, some intermediate nodes, and a single
output node. Each node is a latent representation symbolized
as x(i), and each directed edge denoted as (i, j) represents
an information flow that an operation o(i,j) in the directed
edge (i, j) transfers information from node x(i) to node
x(j). Differentiable Architecture Search (DARTS) [17] re-
laxes the selection problem of operations as a continuous
optimization problem. There is a candidate operations space
O, where o ∈ O represents a candidate operation, e.g.,
skip connect, 3 × 3 sep conv, and so on. In DARTS [17],
each edge consists of a set of operations from O, and these
operations are weighted by architecture parameters αi,j , and
it can be formulated as:

ō(i,j)(x) =
∑
o∈O

exp
(
α
(i,j)
o

)
∑
o′∈O exp

(
α
(i,j)
o′

)o(x), (1)

where 0 ≤ i < j ≤ N − 1. The input nodes of the cell take
the output from the previous two cells as input, and the output
node contacts all intermediate nodes as the output of the cell.
Each intermediate node is be obtained by its predecessors, i.e.
x(j) =

∑
i<j o

(i,j)
(
x(i)
)
. Finally, the architecture search of

DARTS becomes a bi-level optimization problem:

min
α

Lval (w∗(α), α)

s.t. w∗(α) = argminw Ltrain (w,α),

where Lval and Ltrain are validation and training loss, w is the
network weights, and α is the architecture weights. According
to DARTS [17], the bi-level optimization problem is solved by



a first/second-order approximation. When the search process
is nearly finished, an optimal substructure is obtained based
on the architecture weights α, i.e., o(i,j) = argmaxo∈O α

(i,j)
o .

B. Increasing Operations Progressively
To eliminate unfairness between operations, we propose

operation-level progressive differentiable architecture search,
briefly called ”OPP-DARTS”. In other words, we increase
operations progressively to expand the search space during
the search phase of DARTS, as illustrated in Figure 1, and the
OPP-DARTS is detailed in Alg. 1. Firstly, the search phase of
DARTS is divided into several stages denoted as stage 1...K,
each stage consists of T epochs, and one operation will be
increased into the search space of DARTS every stage.

Then, we will begin increasing operations to enlarge search
space. Because the supernet must own an operation with
parameters to make itself trainable, we must select an op-
eration with parameters at stage 0. We first define candidate
operations with parameters set as Opm. Furthermore, we select
an operation o from candidate operations set Opm. Then, we
increase it into the supernet and begin to train the supernet
until the next stage.

Afterwards, we will define the candidate operations set as
O, and the candidate operations set O includes all candi-
date operations except the operation selected in stage 0 and
skip connect. At the beginning of each stage, we select an
operation from candidate operations set O, and increase it into
the supernet to train, i.e.,

min
α

Lval (o,Ω, w∗, α) (2)

s.t. w∗ = argminw Ltrain (o,Ω, w, α) (3)
o ∈ O, (4)

where o is the operation selected at the stage and Ω is the
search space of the supernet. In this way, these operations
increased into the supernet early have the advantage compared
to those increased into the supernet lately because these
operations that are increased into the supernet early can
learn more valuable knowledge than those operations. We can
alleviate the unfair natural advantages between operations to
make operations compete fairly. When we pick operations at
random from the candidate operations set O, it may cause a
negative effect if we select operations with natural advantages
compared with the others to increase it into the supernet earlier
than other operations. Thus, we need to design a criterion
to guide us to select operations, and Section III-C shows a
criterion to alleviate the problem.

In stage K − 1, we increase skip connect into the super-
net because skip connection has the most significant natural
advantages than other operations. By increasing it into the
supernet, at last, we can make other operations offset the
natural advantages of skip connection to make operations
compete fairly.

C. Operation Loss
By increasing operations progressively, we can make op-

erations compete fairly during the search phase. However,

the problem still needs to be solved, i.e., when we select
operations from the candidate operations set O at each stage,
we need to decide to select which operation to increase in
the supernet. The problem is very critical because if we select
operations with natural advantages compared with the others to
increase it into the supernet earlier than other operations, it will
negatively impact it. Thus, we need to design an applicable
criterion to guide us to make operation selection.

[21] indicates that edges share the same optimal feature
map in a cell, and it means the edge feature graphs will
be closer and closer as the network converges. The feature
map of an edge can be represented as Eq. 1. At initialization,
if the feature map on an operation is close to the optimal
feature map, the architecture parameter α of the operation will
become larger at the beginning of the architecture search. It
will result in unfairness in initialization. To keep operations
competing fairly, we select the operation which can make the
supernet gain the largest training loss after the operation is
increased into the supernet at the beginning of each stage,
called ”operation loss”, i.e.,

o = argmaxo∈OLtrain(o, w, α), (5)

where o is the operation that is selected at the stage. When
we use ”operation loss” as a criterion to guide us to select an
operation at the beginning of each stage, we can make feature
maps of operations relatively close to the optimal feature map
before they begin to compete with each other. We increase the
operation that owns the largest ”operation loss” to train at each
stage so that the operation can be more closed to the optimal
feature map. Thus, it can alleviate unfairness in initialization.
Furthermore, the search process of DARTS can be formalized
as follows:

min
α

Lval (o,Ω, w∗, α) (6)

s.t. w∗ = argminw Ltrain (o,Ω, w, α) (7)
o = argmaxo∈OLtrain(o,Ω, w, α), (8)

where Ω is the search space of the supernet. In addition, the
feature map of operation is saved in the parameters of opera-
tion. Training loss is used to optimize network parameters, i.e.,
training loss has a maximum correlation with the feature map
of operation, so we select training loss instead of validation
loss.

We know that skip connection owns a natural advantage
because it can make the network coverage faster, and it means
that skip connection owns a more significant advantage than
other operations, so we increased it into the supernet at the
final stage to keep operations compete fairly.

D. Discussion

In the paper, our method is proposed to deal with per-
formance collapse in DARTS arising from skip connections
aggregation. Our method owns two contributions mainly, i.e.,
operation-level increasing operations progressively and opera-
tion loss. The first contribution is a very significant innovation
to alleviate skip connections aggregation. Compared with



Algorithm 1 Operation-level Progressive Differentiable Ar-
chitecture Search (OPP-DARTS)

Require: The search space of the supernet Ω, all candidate
operations set <.
Select ϑ ∈ Opm based on Eq. (5) to join in Ω;
Initialize O = < \ {skip connect, ϑ}
for i = 1 to E do

if i % T == 0 and i ≤ T × k then
Select o ∈ O based on Eq. (5) to join in Ω;
Remove o from O;

end if
if i == T × (k + 1) then

Select skip connect to join in M ;
end if
Update architecture parameters α by descending
5αLval(w,α);
Update weights w by descending 5wLtrain(w,α);

end for

other works to alleviate performance collapse in DARTS by
indicator-based methods (e.g., R-DARTS [11], SDARTS [12]),
we alleviate performance collapse by optimizing the search
space of DARTS to keep operations compete with each other
fairly. Thus the view of our research is very novel. The sec-
ond contribution is proposed to solve the operation selection
problem at the beginning of each stage. If we select operations
from candidate operations set at random, operations will suffer
from unfairness in initiation, making DARTS work worse. By
operation loss, we can alleviate unfairness in the initiation and
make DARTS work well. We obtain a good performance (a test
error of 2.63%) on CIFAR-10 by combining two contributions,
and the result indicates that our method makes a remarkable
improvement in accuracy on standard DARTS. At the same
time, the transferability and robustness of our method are also
demonstrated to be better than standard DARTS.

IV. EXPERIMENTS

We first search normal and reduction cells on CIFAR-10
[22] in Section IV-A . Then, we stack the selected cells to
build a new deeper network to evaluate its performance on
CIFAR-10 in Section IV-B. Further, Section IV-C shows the
transferability of OPP-DARTS by stacking cells to build an
even deeper network and then evaluating it on ImageNet.
Finally, we verify the robustness of our methods by searching
architectures on some simple search space, i.e., S2, S3, S4 in
Section IV-D.

A. Architecture Search on CIFAR-10

CIFAR-10 is an images dataset that contains 50K train-
ing images and 10K test images. In the next moment,
we will introduce our search space. Our search space con-
sists of eight operation, i.e., max pool 3× 3, avg pool 3×
3, zero, sep conv 3 × 3, sep conv 5 × 5, dil conv 3 ×
3, dil conv 5 × 5, it is the same with DARTS. Our training
settings are also the same with DARTS, we stack 6 normal

TABLE I: Comparison with state-of-the-art image classifiers
on CIFAR-10 (lower error rate is better).

Architecture Test Err.
(%)

Params
(M)

Search Cost
(GPU-days)

Search
Method

DenseNet-BC [25] 3.46 25.6 - manual

NASNet-A [9] 2.65 3.3 1800 RL
AmoebaNet-A [16] 3.34±0.06 3.2 3150 evolution
AmoebaNet-B [16] 2.55±0.05 2.8 3150 evolution

PNAS [15] 3.41±0.09 3.2 225 SMBO
ENAS [10] 2.89 4.6 0.5 RL

DARTS (1st order) [17] 3.00±0.14 3.3 0.4 gradient
DARTS (2nd order) [17] 2.76±0.09 3.3 1 gradient

SNAS (mild) [18] 2.98 2.9 1.5 gradient
ProxylessNAS [26] 2.08 - 4 gradient

P-DARTS [13] 2.5 3.4 0.3 gradient
PC-DARTS [19] 2.57±0.07 3.6 0.1 gradient

SDARTS-RS [12] 2.67±0.03 3.4 0.4 gradient
GDAS [27] 2.93 3.4 0.3 gradient

R-DARTS (L2) [11] 2.95±0.21 - 1.6 gradient
SGAS (Cri 1. avg) [28] 2.66±0.24 3.7 0.25 gradient

DARTS-PT [21] 2.61±0.08 3.0 0.8 gradient

OPP-DARTS 2.63±0.27 1 3.8 0.4 2 gradient

1 We ran OPP-DARTS 5 times with different search seeds to search
cells, and evaluated the best cells 10 times with different evaluation
seeds to get average test error and variance of test error.

2 Recorded on a single GTX 2080Ti.

cells and 2 reduction cells to build a network, and the reduction
cells are inserted in a network of 1/3 and 2/3, respectively. A
cell includes 7 nodes with 4 intermediate nodes, every node
represents a feature map, and the number of edges in a cell
is 14. The input of two input nodes in a cell is the output
of two previous cells, and the output node of a cell is the
concatenation of all intermediate nodes.

We perform an architecture search for 50 epochs with a
batch size of 64, and the architecture search is divided into
8 stages. Each stage includes 2 epochs. We increase one
candidate operation in the search space at the beginning of
each stage and train the supernet until the next stage. After
the final stage, we train the supernet until the final epoch.
During the training, we leverage SGD [23] as an optimizer
to optimize model weights W , and its initial learning rate is
3×10−4, momentum is (0.5, 0.999), weight decay is 10−3. At
the same time, we leverage Adam [24] to optimize architecture
weights, and its initial learning rate is 3×10−4, momentum is
(0.5, 0.999), weight decay is 10−3. The search phase spends
0.4 GPU day on a single NVIDIA GTX 2080Ti. We ran 5
times independent search experiments with 5 different seeds,
and the best cells were found are illustrated in Figure 2.

B. Architecture Evaluation on CIFAR-10

The cells found by OPP-DARTS have shown in Figure 2,
and then we will stack these cells to evaluate their performance
on CIFAR-10. We build a large network with 20 cells and
36 initial channels. After building the network, we train the
stacked network until 600 epochs with a batch size of 96.
Furthermore, other training settings are the same with DARTS,
such as cutout with length 16, auxiliary towers with weight
0.4, and path dropout with a probability of 0.3.
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Fig. 2: Best cells are found by OPP-DARTS on CIFAR-10 (a). Normal cell is found by OPP-DARTS. (b). Reduction cell is
found by OPP-DARTS.

We compare our result on CIFAR-10 with other methods
in Table I, such as Darts- [14], SGAS [28]. Table I shows
that our method (OPP-DARTS) improves standard DARTS’
test error from 3.00% to 2.63%, with identical search cost
(0.4 GPU days) on a single NVIDIA GTX 2080Ti. Our
method surpasses them a lot compared to other indicator-
based variants, such as SDARTS-RS and R-DARTS (L2). The
result further demonstrates that the indicator-based method
can alleviate skip connections aggregation but prevent DARTS
from exploring better architectures.

C. Architecture Evaluation on ImageNet

To verify the transferability of our method, we evaluate
architecture on ImageNet by using the best cells searched on
CIFAR-10. ILSVRC 2012 [29] is a famous ImageNet dataset,
and we leverage it to test our architecture searched on CIFAR-
10.

The network configuration is also the same as DARTS, i.e.,
the network used to evaluate is stacked by 14 cells, and the
number of its initial channels is 48. The stacked network is
trained from scratch for 250 epochs, and its batch size is 256
during the training phase of the network. An SGD optimizer
optimizes the network’s parameters; the optimizer’s initial
learning rate is 0.2, weight decay is 3 × 10−5, momentum
is 0.9.

Table II shows our evaluation result, and we compare our
result with SOTA manual architectures and models obtained
through other search methods. The architecture found by OPP-
DARTS on CIFAR-10 is superior to the architecture found by
standard DARTS in the image classification task, and it means
that the transferability of our method is better than standard
DARTS.

D. Robustness of OPP-DARTS

Because of skip connections aggregation, DARTS will face
a performance crash when DARTS searches architectures on
three simple search space [11], i.e., S2, S3, S4. S2 is consist
of two operations per edge: (skip connect, 3×3 sep conv).
S3 is consist of three operations per edge: (skip connect, 3×
3 sep conv, zero). S4 is consist of two operations per edge:
(noise, 3 × 3 sep conv). [11] discovers that when DARTS
is used to search architectures on S2, S3, it finds suboptimal
architectures, and the performance of architectures is inferior.
Even though on S4, DARTS selects excessive harmful noise
operations.

TABLE II: Comparison with state-of-the-art classifiers on
ImageNet.

Architecture Test Err.(%) Params
(M)

×+
(M)

Search Cost
(GPU-days)

Search
Methodtop-1 top-5

Inception-v1 [30] 30.2 10.1 6.6 1448 - manual
MobileNet [31] 29.4 10.5 4.2 569 - manual

ShuffleNet 2x (v1) [32] 26.4 10.2 ∼5 524 - manual
ShuffleNet 2x (v2) [33] 25.1 - ∼5 591 - manual

NASNet-A [9] 26 8.4 5.3 564 1800 RL
NASNet-B [9] 27.2 8.7 5.3 488 1800 RL
NASNet-C [9] 27.5 9 4.9 558 1800 RL

AmoebaNet-A [16] 25.5 8 5.1 555 3150 evolution
AmoebaNet-B [16] 26 8.5 5.3 555 3150 evolution
AmoebaNet-C [16] 24.3 7.6 6.4 570 3150 evolution

FairNAS-A [34] 24.7 7.6 4.6 388 12 evolution
PNAS [15] 25.8 8.1 5.1 588 225 SMBO

MnasNet-92 [35] 25.2 8 4.4 388 - RL

DARTS(2nd order) [17] 26.7 8.7 4.7 574 4.0 gradient
SNAS (mild) [18] 27.3 9.2 4.3 522 1.5 gradient
ProxylessNAS [26] 24.9 7.5 7.1 465 8.3 gradient

P-DARTS [13] 24.4 7.4 4.9 557 0.3 gradient
PC-DARTS [19] 25.1 7.8 5.3 586 0.1 gradient

SGAS (Cri.1 avg.) [28] 24.41 7.29 5.3 579 0.25 gradient
GDAS [27] 26.0 8.5 5.3 581 0.21 gradient

OPP-DARTS 25.61 8.15 5.3 610 0.4 gradient

TABLE III: OPP-DARTS on S2-S4 (test error (%))

Space DARTS OPP-DARTS
S2 5.94 2.93
S3 3.04 2.90
S4 4.85 3.21

To verify the robustness of our methods, we search architec-
tures on these search spaces by OPP-DARTS. Table III shows
the results of the OPP-DARTS search in the S2-S4. When
searching on S2, the performance of OPP-DARTS (a test error
of 2.84%) is far further than DARTS. At the same time, we
use OPP-DARTS to search architectures on S3 and S4. Table
III also shows that the performance of OPP-DARTS on S3 and
S4 is better than DARTS. Based on these above experiments,
OPP-DARTS is more robust than DARTS.

V. CONCLUSIONS

In this paper, we propose operation-level progressive dif-
ferentiable architecture search to alleviate skip connections
aggregation. The core idea is that we split the search space
into multiple stages and increase operations into search space
at the beginning of each stage. In addition, we select the
operation that makes the training loss of the supernet largest



from candidate operations set to keep operations competing
fairly.
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